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Abstract 
The energy conversion in a thermal reactor has a negative impact on the environment, due to the emission of greenhouse 

gases. It is also related to energy consumption, which is important for weak yields, and creates problems for reacting flows. 

The present contribution aims to optimize the operation of energy equipment and prevent their dysfunction. The objective 

of this study is the development of experimental method for the  characterization of gas flows in order to detrmine the 

residence times distribution (RTD) for gaseous phases. On the other hand, developing a numerical model that combines a 

discrete granular behavior Discrete Element Method (DEM) and type of approach continues, Computational Fluid 

Dynamics (CFD) thus allowing optimization and extrapolation facilities of an industrial scale to mitigate the shortcomings 

observed in the reactors such as, dead zones or poor fluidization, short circuits, etc... Our first approach is based on a finite 

volume CFD modeling of the behavior of a single-phase fluid, this model allows us to obtain the trajectory of a particle and 

the residence time distribution. The experimental study performed in parallel, allows us to validate our numerical model 

and apply it to other configurations. 

 
Keywords: Residence Times Distribution (RTD) ; Computational Fluid Dynamics (CFD); Discrete Element Method 

(DEM); Laminar flow. 

 

1. Introduction 
Technical applications of chemical reaction engineering often rely on the interaction between chemical kinetics 

and fluid dynamics. In chemical reactors, the interplay between both processes is often characterized in terms of 

the reactors residence time distribution (RTD). The differential residence time distribution is a probability 

density function that describes the amount of time that fluid elements spend within the reactor [1-2]. The (RTD) 

is of fundamental importance for estimating the yield and selectivity of any reaction in a certain reactor. 

Dankwerts
 
et al. [3] have

 
analyzed an important number of RTDs. This concept has become both a fundamental 

part of any book on chemical engineering and an important tool for characterization of any technical chemical 

reactor
 
[4]. However, recent studies on the theory of residence time and these applications in fields are as 

diverse as chemistry and process engineering, chromatography, medicine, geosciences and oceanography. 

Today the study of (RTD) affects several areas and different networks will scale distribution of drinking water 

to the micro-capillary [5-7]. In classical large scale chemical reactors the fluid flow is usually turbulent and the 

RTD is often described by the tank-in series model or the one dimensional axial dispersion model [8].  There are 

two types of measuring methods of RTD; we chose the non-intrusive method, that is to say: without disruption. 

In the family of no-intrusive method, we discuss the method of tracing: The method consists of associating with 

the fluid molecules a proportion of detectable molecules. However this tracer must have the same flow 

properties of fluid. The technique consists of making a disturbance of concentration of the labeled molecules to 

the input of the system and then to follow the variations of the outlet concentration. The tracer detection can be 

performed optically or conductively. Mainly two kinds of optical detection systems were reported. Digital image 

processing and color meter were used to analyze the color of photos or the signal from the sensor directly [8]. 

Fluorescence analysis also belongs to this kind of detection, which was applied more in a dark environment with 

accurate sensors [9]. Another optical detection vastly reported in literature, utilizes different types of 

spectroscopy to analyze the light absorbance of the tracer, for example, Parker blue dye dissolved in water [10]. 
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Near infrared (NIR) and ultraviolet (UV) are two commonly used regions of the spectrum, reported by many 

investigators [11-15] and [16] helium was used as the inert tracer in this study. Tracer using organic gas such as 

propane was also reported, the detection of which was using inline gas chromatography in a CFB system [17]. 

 
2.1 Theory of residence time distribution for a laminar flow regime 

From the RTD, we can calculate a number of parameters describing the transit of the tracer in the system and 

the behavior of the fluid traced if the physical properties of the tracer and the fluid are similar. The RTD can be 

described by time intervals which characterizes the distribution of the tracer cloud. In pure convective transport 

the cumulative residence time distribution function )(tF describes the fraction of fluid that leaves the reactor [9] 

with age less than t and is thus given by : 

 

 
totalQ

tQ
tF

)(
)(   (1) 

where, )(tQ  is the volumetric flow rate associated with a residence time t or lower and totalQ is the total 

volumetric flow rate. The differential residence time distribution function )(tE  is related to the cumulative 

residence time distribution by: 

 

 
dt

tdF
tE

)(
)(   (2) 

In this paper we consider the laminar flow of a single phase fluid (gas) in a cylindrical geometry and we are 

interested in the RTD from the velocity profile. For laminar flow through a circular pipe it is: 

 

 





















2

0 1
R

r
vrv )(                                                                              (3) 

where R  and 0v  are respectively the radius of the pipe and the maximum velocity, which corresponds to the 

current line in the center of the axes of abscissas. The minimum time mint is so:   

                                     
0v

L
t min                                                                                  (4) 

where L  is the distance traversed. )(tE  is the tracer flows normalized relative to the volume of tracer returned. It 

can also be written as: 
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where Q  is the flowrate of the fluid. 
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st  is the mean or average residence time. 

1.2 Model RTD from the equation of the parabolic velocity 

There exists in CFD two ways to realize a numerical RTD. In the case of a continuous flow, it is necessary to 
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initially calculate the velocity field of the flow. Then, two options are available: 

 Defining a tracer (passive scalar) having the same properties as the fluid flow in an injection input 

through the boundary conditions and to monitor the concentration of the pseudo-compound to the 

output. This method requires solving the transient tracer transport that is very time consuming. 

 Define solid particles having the same density as the fluid flow and a very small diameter, to inject a 

quantity large enough to give statistically significant results and observe the time required for each 

particle to leave the field. The amount of particles that must be injected depends on the accuracy that 

can be obtained
 
[19]. 

The distribution of residence time is deducted from the analysis of a large number of paths of the particles in the 

reactor. This approach has been the subject of fewer studies [20].  

This study is based on the calculation of the error between the distribution function of the theoretical residence 

time for laminar flow equation 6 and the numerical model. The error is calculated by the sum of squared 

differences. We consider that the flow is fully developed, knowing the analytical solution of Poiseuille flow 

equation 3 and the traversed distance L. As part of a Lagrangian representation and using the definition of the 

velocity, which is the derivative of distance with respect to time, we can find the trajectory of point A, by 

integrating the velocity between 0 and t, we calculated the residence time at each position in our geometry. We 

have developed three methods of paving to find the coordinates of each position in our geometry inlet. Because 

of symmetry of Poiseuille flow, we chose a circular paving, then we think for complex geometries where the 

flows are not necessarily symmetrical so we perform random paving and to enrich our study we achieve a 

classical paving quadtree (Fig. 1): 

 

 

 

 

 

 

 

 

 

Figure 1 : Paving of the inlet surface (A) circular (B) random (C) quadtree 

 

According to the definition of the distribution function of residence time, we can write equation (1), as a result:             
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)(tC s  is the fraction of outgoing flow rate between t and t + dt with tracer molecules, the curve )(tC s  represents 

the curve (RTD) figure 1, standardized in the curve that defines the surface is obtained )(tE . To find sC we get 

the number of points that lie in the time interval [ti, ti+1], each point at its own information (transit time, speed 

and throughput): 
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and are the flow rate of flow tube and the sum of all the flows of current tube there into the inlet surface, 

respectively. We can write equation 9, as a result: 
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We assume that around a point in a radius, the fluid moves at the same speed consequently, we have current 

tubes see Fig. 2. Each point will give a residence time depending on its position in the pipe. As in the Poiseuille 

flow the velocities near the wall are zero, therefore the residence time associate is long. We will have a variety 

of residence times, reason for which a statistical study was realized to trace the distribution of residence times. 

 



J. Mater. Environ. Sci. 6 (5) (2015) 1426-1435                                                                                    Bellil et al. 

ISSN : 2028-2508 

CODEN: JMESCN 

 

1429 

 

 

 

 
 

 

 

  

 

 
Figure 2 : Flow tubes 

 

2. Results and analysis 
Fig. 3 shows the result of the model of residence time distribution. Firstly we use a circular paving; it is 

adequacy along with the theory with an error of 8%. Secondly the result of the random paving is not in the 

height because the error is 18% and more costly in computation time, see Fig. 3. Finally 6% of error for the 

results of quadtree paving is much better compared to circular and random paving and quicker in terms of 

computation time. Much closer to our numerical model theory, it is best to stay on a quadtree paving. 

  (a)     (b)     (c) 

 
   
Figure 3 : Model and theory of the distribution function of the residence time for (A) circular (B) random (C) 

quadtree 

 

3. Prospect 
In the next section of this study, we use a velocity field from a numerical simulation of computational fluid 

dynamics (CFD) instead of the parabolic equation that governs the analytical solution of Poiseuille flow. Then 

we calibrate the results of the numerical model based on (CFD) with the experimental results. 

 

3.1 Computational Fluid Dynamics (CFD) 

Fluid Dynamics is the study of fluids in motion. The basic equations governing fluid motion have been known 

for more than 150 years and are called the Navier-Stokes equations which govern the motion of a viscous, heat 

conducting fluid. Various simplifications of these equations exist depending on which effects are insignificant. 

There are several dimensionless parameters which characterize the relative importance of various effects. Some 

of these are Mach number, Reynolds number and Prandtl number. Their numerical solution requires the use of 

the finite volume method; the latter is located in all the codes in general fluid mechanics.  

In our study, we use software that is Code_Saturne generalist Computational Fluid Dynamics (CFD) developed 

by EDF. It allows us to model both compressible and incompressible flows, with or without heat transfer and 

 y 
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turbulence. Like most CFD codes, it requires for meshing and visualization; we used the platform as Salome 

developed by EDF. 

Geoffrey [18] validated the software Code_Saturne a three-dimensional study of gas-solid flow by showing that 

it can reproduce satisfactorily the axial profiles of pressure gradients.  

 

3.1.1 Navier-Stokes Equation 

The continuity equation (conservation of mass): 

                                               0 u
Dt

D 



                                                                                      (13) 

The motion equation (conservation of momentum): 

                                               gP
Dt

uD 


  .                                                                           (14) 

Shear stress constitutive equation: 
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The simplified motion equation for an incompressible Newtonian fluid with uniform viscosity 

                                             guP
Dt

uD 


  2
                                                                       (16) 

3.1.2 Operating conditions  

An example was realized with a reactor of internal diameter D = 0.098 m and length L = 4 m, upstream, there is 

a venturi in order to ensure the air-helium. This will also work for the injection of particles in the next 

experiments (gas-solid). Downstream of the reactor, we have a narrowing of the diameter to mix the flow. The 

geometry and mesh were made by Salome 6. 

We performed a numerical simulation of air flow at 20 °C of density of ρ =1.29 kg. m
-3

 and dynamic viscosity μ 

= 1.85 10
-5

 Pa. In our reactor, the volume flow is 0.00101 m
3
s

-1
 to ensure a laminar flow in the reactor with a 

Reynolds number equal 833. 

We have adopted a three-dimensional tetrahedral mesh contains about 6.4x10
5
 elements and about 1.5x10

5
 

nodes with a mesh density of 0.0075 (Fig. 4).  

 

Figure 4 : Mesh of the reactor 

 
The boundary conditions for this calculation CFD, we impose a velocity at the reactor inlet equal to 0.55 m. s

-1
, 

a condition of adhesion to the walls which is at zero velocity and atmospheric pressure at the reactor outlet. We 

have shown in the figures following the velocity profile, and its convergence curve. 

Fig. 5 shows the results obtained by CFD, we have a parabolic velocity profile which reflects the presence of a 

laminar flow in our reactor. We can now replace equation 3, of the previous study, by the current profile. 

 

3.2 Model RTD from a velocity field of CFD 

CFD results are contained in a file type MED (Model Data Exchange) which is different depending on the 

version of Saturn (MED 2.3 and 3.0). The first part of the work was therefore focused on developing an 

interface compatible with both versions, to extract the necessary information such as number of nodes Fig. 6, 

elements, node coordinates, the connectivity table of the elements (element-node relation), velocity, pressures ... 
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As a simulation of finite volume, it should be noted that pressures are at the center of the mesh elements. From 

the results of the CFD, we propose a simple model based on the kinematics to obtain the trajectory of a particle 

and this residence time. 

 

 
Figure 5 : convergence curve and the profile of the velocity X 

 

 

 

 

 

 

 

 

 

Figure 6 : Tetrahedron, with 4 nodes 

 

As part of a Lagrangian representation, from the definition of the velocity V (A,t) of the particle A: 

    
dt

AdA
tAV

))(
),(

0
         (17) 

 

where (A0) is the initial position, one can determine its position at any time t by integration: 

                    

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0

0 dAVAA ),()()(          (18)                                                                   

From a numerical point of view, we will estimate the position of A by choosing a regular time steps t  and 

estimating the integral previous: 

                                       tVAAtAA A  )()()()( )( 0100                           (19)                        

Where  0AV  is the estimated velocity. From the position A0, at the moment t , we estimate the velocity  1AV

and recursively find the trajectory of the particle A: 

                                             tAVAA kkk  )()()( 1                                                                            (20) 

The algorithm stops when the horizontal position of the particle exceeds the length L of the reactor. Using the 

latest velocity, the residence time T equal to N times ∆t 

                                               tNT  .                                                                                                (21) 

where N is the number of iterations 

1 

2 3 

4 
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In order to calculate the velocity at any point in the space of our field studies, we use the basic functions of 

finite elements. Knowing the velocity of the mesh nodes, we can estimate the velocity of the point, in the case of 

4 nodes tetrahedron: 

                                                  




4

1j

kjk AVAV 


                                                                      (22) 

Where φ  the basic functions are defined by the tetrahedron 

                                               
jij i                                                                                          (23) 

The remaining problem consists of determining which mesh element is the point. To minimize computation 

time, the grid containing hundreds of thousands of elements, we use a search algorithm O(nlog(n)) in order to 

find the nearest node from the point Ak . Then, from the connectivity table conversely, determine amongst 

tetrahedron connected to this node, one containing Ak[2].  

 

4. Experimental study 
4.1 Experimental determination of the (RTD) by method of tracing Method  

The RTD experiments, single-phase flow has been realized in laminar flow on the installation are shown below, 

so that we can compare the results between numerical and experimental studies, given that we kept the same 

conditions of operation, mentioned above in the numerical study. A quantity of helium was injected during 80 s 

which gives us an initial concentration C0, the amount of tracer is negligible compared to the volume flow rate 

of air. At one time we operate a sudden stop of helium using a solenoid valve that allows us to perform a purge 

signal level. 

                                               
dt

dC

C
tE e

0

1
                                                                                         (24) 

The detection of tracer at the exit of the experimental device is realized by a mass spectrometer, which reflects 

the concentration of helium in the air or the ratio (Helium/Air) to a signal, which we call the output signal. 

We have a gross output signal, which represents the change in the concentration of the tracer as a function of 

time in the reactor and the line is in fact at the detection of the mass spectrometer, rather than to the output of 

the reactor. In other words, the output signal that has not the desired signal requires a signal processing by 

mathematical deconvolution (Fig. 7).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7 : The principle of deconvolution shown schematically the installation for determining the RTD gas flow 

 

It is assumed that the signal obtained during experimental determination (RTD line + reactor), Cs is the 

convolution of the signal in the reactor by the distribution function of the residence time of the line, E(τ) 

                                                 tCEtC es  )(                                                                             (25) 
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E(τ) is the distribution of residence time in the line, the study has been realized only on the line, without the 

reactor, we vary the air flow rate to model E(τ) by a function, equal to zero at the plateau (initial concentration 

C0) then it decreases exponentially as a result: 

                                                 AtAdE  exp                                                                                   (26) 

In order to find the coefficient "A" of the equation 26 and generalize the model (Fig. 8), we performed several 

tests on the experimental set. We note that the variation of the flow rate of the air does not affect the coefficient 

"A". We can say that whatever the rate of the distribution of residence time in line, is the same as A = 0.85 was 

not too far from finding coefficient by Mahmoudi. In these research works he found A = 1.08 [18]. 

 

 
Figure 8 : coefficient "A" as a function of volume flow of the air 

 

Once the E (τ) determined, we can access the deconvolution by the reconstitution of the signal of Ce. 

we can write equation 25 as a result 

                                                      dEtCtC es 

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0

                                                                        (27) 

Knowing that convolution operator corresponds to a summation with a phase shift. In practice, it is necessary to 

discredited the input function (Ce(t)) and (RTD): E(τ) then add each segment taking into account the phase shift 
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This resolution was realized in a numerical iterative manner. The signal is reconstructed so we have represented 

on the figure below an example of the concentration signal collected at the spectrometer and determined at the 

reactor outlet. We can see through an offset between the two signals is of the order of 20 seconds which 

represents the residence time of the first molecule of the tracer (helium), detected by the mass spectrometer. 

Cs denotes the overall signal, In other words the signal measured by the mass spectrometer. Ce is the 

reconstructed signal by the method of mathematical deconvolution. By equation 24, we obtain the mean 

residence time:  

                                               




0

)( dtttEt s                                                                                         (30) 
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5. Comparison of numerical and experimental results  
In order to compare the experimental test results with the numerical model of the (RTD), we chose to present 

the results of numerical distribution of residence time found with the method of quadtree paving which gives the 

best results. 

Figure 9 show that the residence time distribution of the numerical model is equal 26.31 s and the experimental 

is equal to 26.64 s. The model that is developed appears to be a good descriptor of the average residence time of 

the experimental study with the minor error between them approximately 1%. 

 

 
 

Figure 9 : the comparison between experimental and numerical model RTD with paving quadtree 

 
 

Conclusions  
The RTD method has been widely applied in industrial continuous flow systems. It offers a convenient tool for 

understanding material transport phenomena inside various unit operations, which is the first step for efficient operation 

design, troubleshooting, and system improvement. An alternative of the predictive modeling is the application of CFD or 

DEM simulations, where validation and verification of the simulations with experimental results is always required. 

 The development of the inline tracer detection method, especially for solid systems, is also a promising direction that 

requires additional work. Regarding the interests of the numerical model developed in this study. This last are very 

important because we get the full trajectory each particle and her residence time the higher the resolution of transport 

equations by CFD, the ease with which we can adjust the accuracy of the simulation, by choosing a number of paving 

stones more or less. In our case it is the order of one hundred miles. Ultimately if the objective of the study is an Operating 

residence time distribution, the particle tracking method is ideally suited. 

In subsequent studies, we will launch to the two-phase gas-solid flows, to couple the dynamics (CFD) and (DEM) to 

expand our numerical model actual and make it applicable to the determination of the residence time distribution for two-

phase flows. Then we will calibrate the results of the numerical model based on (CFD and DEM) with the experimental 

results. 
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