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Nomenclature 
CFD     computational fluid dynamics 
CSF      continuous surface force 
E           energy per unit mass (J/kg) 
f            friction factor (-) 
F           force (N)  
G           mass flux (kg/m²s) 
h            heat transfer coefficient ( W/m²)  
hlv         latent heat ( J/kg)  
k            thermal cpnductivity ( W/m K)  
L           Annular condensation length (m) 
MAE     mean absolute error (%)  
m           Mass flux (kg s-1) 
P            pressure (Pa)  
q            heat flux ( W/m²)  
r            relaxation factor (-)    
Sh         energy source term (kg/m s3) 
t             time (s)  
T           temperature (K) 
v            velocity (m/s)  
VOF     Volume of Fluid 
x            abscissa (m)  

!!!!!
Greek!symbols!
 
    ε     void fraction (-)  
λ       thermal conductivity (W/mK) 
µ      Viscosity (kg#m%&#s%&) 
ρ       Density (kg#m%() 
σ       Surface tension  (N m-1) 
 
Subscripts!
!
av      average  
cell     cell  
con     condenser  
l         liquid 
m       mean  
v        vapor 
s         saturation  

 

 
1. Introduction 
The capillary condensation is an important process in a various engineering fields, including space technology, 
defence systems, aerospace applications, manufacturing technology, industrial processes and consumer 
electronics. As shown in Fig. 1, conventional heat pipes have structures which consist of evaporation, adiabatic 
(transport) and condensation section. The heat is transferred to the evaporation zone by conduction through the 
pipe wall and wick structure, and vaporizes the working fluid. The vapor pressure then drives the vapor through 
the adiabatic zone to the condenser zone. At condenser, the vapor condenses and releases its latent heat of 
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vaporization to the heat sink. The capillary pressure created by the wick structure pumps the condensed fluid 
back to the evaporator. Thus, the heat pipe can continuously transport the latent heat of vaporization from the 
evaporator to the condenser.Microchannel condensation has the advantages of high heat transfer coefficients, 
large area-to-volume ratios and the potential of reducing the required working fluid charge. The high heat 
transfer rates for condensation in microchannels has been investigated in recent years with the focus on the two-
phase flow patterns [1–3], the pressure drop [4] and the influence of the microchannel cross section [5-7]. 
Studies have shown that the condensation flow patterns in microchannels differ significantly from those in large 
channels [8] and millimetre size channels.         

 
 

Figure 1: Schematic of a conventional heat pipe with principle of operation[9] 
 
The development of CFD codes for simulation of the heat pipes and heat pipe exchangers is a relatively new 
field of research. It has been receiving renewed interest due to recent advances in computing which allow the 
simulation of the phase change within the heat pipe. However, the phase change models found in the literature 
can be grouped in five categories (Table 1). The first collects semi empirical correlations, among which the 
most used one is the surface renewal model[10-15], where the condensation rate is calculated from the liquid 
turbulent quantities. In this model, the condensation rate is controlled by renewal period of turbulent eddies 
traveling from the bulk supercooled liquid to the liquid vapor interface. The Very Large Eddy Simulations 
(VLES) and the surface divergence model to calculate the condensation rate are used. In the second group, 
expressions for condensation and evaporation rates are derived from the kinetic theory of gases [16]. These 
models require a good resolution of the interfacial region and, thus, their application at the scale of the VOF 
method is arguable.  The third category is the numerical iteration technique introduced by Lee [17]. Liu et 
al.[18] also derived a similar expression for the condensation rate from the Hertz-Knudsen gas kinetic model in 
ANSYS Fluent 12 for the Euler-Euler two-phase model, but the implementation is equivalent to that of the 
numerical iteration technique.     
In the fourth group are the models that make use of the heat flux balance (Stefan condition) at the liquid-vapor 
interface [19]. In this case, the condensation rate depends on the temperature gradient on both sides of the 
interface and, therefore, the application to models such as VOF—where only one temperature field exists for the 
two phases— is not straightforward. Sato and Niceno [20] calculated the interfacial mass transfer rate directly 
from the heat flux balance equation to simulate nucleate boiling, finding good agreement with experiments. 
Other authors [21,23] implemented the heat flux balance equation in FLUENT, considering equal temperature 
gradient and thermal conductivity on the gas and liquid side, however, they did not compare temperature fields 
to experiment, only the characteristics of the flow patterns were assessed. In the fifth group is the general phase 
field model developed by Badillo [24]. He applied the model for bubble growth under convective conditions, 
achieving good results compared to experiments for the bubble growth rate [25].                     
The present study proposes a purely CFD, transient model for condensation heat transfer process in the 
horizontal heat exchangers. The formulation is not restricted to a single bubble or a specific flow regime, but is 
targeted at the simulation of all condensation flow patterns, especially annular flow. The model has been 
implemented for a relatively simple geometry, a single microchannel, for which well-established experimental 
results are available in the literature. The predictions of two-phase pressure drop and heat transfer coefficient 
have been compared against the experimental visualization data. Additionally, condensation annular flow 
characteristics (temperature, void fraction, velocity…) have been simulated. 
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Table 1. Modeling strategies for phase change phenomena - literature review. 
1. Semi-empiricalcorrelations 
(a) surface renewal 
CFX 
NEPTUNE_CFD 
CFX 
(b) surface divergence 
TransAT 

 
two-fluid model 
two-fluid model 
VOF 
 
level set 

 
condensation 
condensation 
condensation 
 
condensation 

 
(Egorov  [11] ; Scheuerer  [14]) 
(Egorov, [11] ; Štrubelj et al [15] ) 
(Ceuca and Macián-Juan, [10] ) 
 
(Lakehal and Labois, [12]  ) 

2. Kinetic theory of gases (Collier, [16] ) 
n.i.∗ 
OpenFOAM 
FLUENT 

VOF 
VOF 
VOF 

condensation 
boiling 
boiling 

(Collier, [16] ) 
(Kunkelmann and Stephan [13]) 
(Hardt and Wondra, [19] ) 

3. Numericaliteration technique (Lee, [17] ) 
FLUENT VOF condensation (Liu et al.[18]) 

 
4. Heat flux balance 
(a) Separate temperature gradient in the phases 
PSI-BOIL 
n.i. 
OpenFOAM 

 
VOF 
VOF 

boiling 
condensation 
boiling 

(Sato and Niceno, [20] ) 
(Liu et al.[18]) 
(Hardt and Wondra, [19] ) 

(b) Equal temperature gradient 
FLUENT 
FLUENT 

LS + VOF 
VOF 

boiling 
boiling 

(Nichita, [21] ) 
(Ganapathy et al., [22] ) 

(c) Gas thermal conductivity zero 
FLUENT VOF boiling (Sun et al., [23] ) 
5. Phase field model    
PSI-BOIL  boiling (Badillo, [25] ) 
 
2. Numerical simulation 
2.1. Governing Equations!
ANSYS Fluent  is used to perform the numerical work. The volume of fluid (VOF) model is adopted to capture 
the liquid-vapour interface in this simulation. This model accomplishes interface tracking by solving an 
additional continuity-like equation for the volume fraction. The two phases are assumed to be incompressible 
and not penetrate each other. The sum of the volume fractions of the two phases in each cell is unity. Properties 
of a single fluid are calculated based on the volume weight fraction of each phase in the cell. In the present 
work, the mathematical model is composed by a set of conservation laws for mass, momentum and energy, this 
is (ANSYS, Inc., 2013) [26]:  
 

*+

*,
+ ∇ ρ0 = 0                                                                                                           (1)  

* +3

*,
+ ∇ ρ00 = −∇P + ∇ 6 ∇0 + ∇07 + 8                                                             (2) 

* +9

*,
+ ∇ 0 ρE = ∇ ;<∇= + S?                                                                               (3) 

where ρ is the density, P is the static pressure, T is the temperature, v is the velocity, µ is the molecular viscosity 
and F is the external body force, ;< is the effective thermal conductivity, S are source terms and @# = #ℎ# −
#B/D# + #E²/2 is the total energy per unit volume. Despite that the VOF method assumes that coexisting phases 
are not interpenetrating, an additional variable - the void fraction (H) - is introduced to calculate the mixture 
properties of the fluid in the cells containing the interfacial region. By defining the mass of each phase in terms 
of the void fraction, we can express mass conservation for each phase as:  

*+

*,
HIDI + ∇ HIDI0J = SKI                                                                                   (4) 

where volume conservation requires that HI
L
MN& = 1. For the mixture of vapor and liquid, the phases are defined 

as follows: n = 2,P = #E, R, and the mixture properties are obtained by adding the contribution from each phase 
(e.g. ρ = ρSϵS + ρUϵU). The total energy of the mixture is defined as: 

E =
VW+WXW

Y
WZ[

VW+W
Y
\Z[

                                                                                                        (5) 

where EMfor each phase is based on the specific heat of that phase and shared temperature. The source term,S? is 
the volumetric heat source term. In order to simulate the heat transfer between the phases during the bubble 
condensation, modeling the heat source term is required.  
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2.2. Phase change modelling 
The mass transfer between the phases introduce additional sources in the conservation equations. The heat 
source (S?) related to the phase change, is calculated from the interfacial mass transfer rate per unit volume 
(] = #^_K #= #−^`K) multiplied by the latent heat (ℎ`_), that is  
S? = ]#ℎ`_ (6) 
where ] is calculated from the three condensation models introduced below. 
 
2.3. Numerical iteration technique 
The numerical iteration technique [17] enforces a constant saturation temperature in the bulk vapor as well as at 
the liquid-vapor interface. Thus, if the temperature of an interfacial cell(b. d.##0# < #H < #1) differs from 
saturation, then the mass evaporation rate is calculated from the local superheating (or supercooling) as: 
 

]U =
−rρUϵU

hijkk%hl
hl

; ##if##TqrSS < Ts

−rρSϵS
hijkk%hl

hl
; ####if#TqrSS > Ts

                         !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!           (7) 

 

The relaxation factor r sets an arbitrary frequency scale (b. d. #ub]d%& ) at which the phase change takes place. 
Low values of the relaxation factor cause serious deviation from the saturation temperature in the interfacial 
cells, and high r values cause difficulties in the convergence of the solver. Therefore, the relaxation factor 
has to be tuned such that a compromise is found between the final result and the convergence speed. 
 

2.4. Geometry and mesh 

Geometry of a horizontal two-dimension wickless heat pipe has been generated using workbench design 
modular (Ansys13). The geometry represents a copper channel with a total height of 
20 mm, outer and inner diameters of 0.5 mm respectively. The heat pipe is divided into three sections, 
evaporator (20 mm) condenser (20 mm) and adiabatic zone with height of 40 mm each as illustrated in 
Fig. 2. These dimensions are chosen to be similar to geometry of a previous experimental work by Abdullahi 
[27] to validate the CFD simulation. 

 
Figure 2: Heat pipe geometry 

Workbench design modular (Ansys 13) was also used to mesh the geometry where Control edge sizing 
technique was employed to control the grid in every domain and to govern cell sizes nearinner walls and inside 
the solid domain (walls) with bias factor of 10 used in these regions to ensure that the flow and heat transfer can 
be correctly captured in these areas. The number of cells in the fluid domain was 24,113and 9350 grids in the 
solid domain. The mesh size and type are shown in Fig. 3. 
The initial temperature of both condenser wall and liquid should be selected slightly above the boiling point 
which was chosen to be 373 K to insure that the boiling process occurs once simulation time starts to reduce 
computational time and the condenser wall and fluid temperatures were set as 290 K (condenser cooling 
temperature). Operating temperature should beset to be the smallest temperature in the system (290 K) and 
operating density must be set as 0 kg/m3 when ideal gas is used and as the smallest density in the system when 
constant gas density is used. In addition, saturation temperature and operating pressure were set to be 373 K and 
101325 Pa, respectively.  
At the internal walls of condenser sections, a non-slip boundary condition is applied, while a constant heat flux 
is imposed at the outer wall to simulate the heat added to the microchannels. Two values of mass flux were 
employed 119#wxy#125P{/]²|. The top and the bottom ends of the system is assumed to be insulated, which 
means no cooling or heating effect applied at these walls. As a result, a zero heat flux is defined at these ends. 
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!
Figure 3 :Mesh of zoomed section. 

 
To model the heat removed from the condenser section, a convection boundary condition is applied at the outer 
wall of the condenser section. Thus, the heat transfer coefficient between cooling water and the condenser’s wall 
needs to be calculated from the following relation: 
 

ℎ =
}~�Ä

ℑ#Ç~�Ä É~,ÑÖ%ÉÜ
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(8)!

 
where  is the convection heat transfer coefficient between thecooling water and the condenser’s wall, áàâä is 
the heat removed from the condenser section, =à,ã_ is the average wall temperatureof the condenser section and 
=å is the mean temperature of thecooling water. Values of#áàâä, and =åare obtained from the experimental 
investigations [30]. To include the effect of the interfacial force between liquid and vapour, the term 8is added 
to the momentum equation Eq. (2) by activating the continuous surface force CSF in the fluent. Consequently, 
the value of the surface tension in Eq. (6) can be computed from the following formula [17]: 
 

ç = #0.09805856 − 1.845 ∗ 10%ë= − 2.3 ∗ 10%ì=²                       (9)        
 

2.5. Solution methods and techniques 
In present analysis, the VOF model is used to simulate the multi-phase flow, while the gravitational acceleration 
is negligible (body force term) i.e. capillary regime. Water was used as the working fluid, whose thermophysical 
properties at the saturation temperature corresponding to an operating pressure 1bar were obtained from the 
material database of Fluent, are shown in table 2. The water liquid is chosen to be a secondary phase (liquid 
phase). A transient solution with a time step of 0.001 s is employed for all cases due to dynamic behavior of the 
two-phase flow [29, 30].A combination of the SIMPLE algorithm for pressure-velocity coupling and first-order 
upwind scheme for the calculation of the momentum and energy are used [31] and standard k-є model was 
adopted for modeling the turbulence [32-33]. For determination of the volume fraction and pressure, Geo-
Reconstruct and PRESTO discretization are chosen, respectively [28,29]. The solution is considered to be 
converged when the residuals of the mass and velocity components are reduced to 10%î while the residuals of 
the temperature variables are reduced to 10%ï.  
 

Table 2. Properties of working fluids used in the simulation 

 
 

3. Results and discussion 
3.1. Condensation heat transfer and validation model  
Annular flow is a stable condensation flow pattern widely occurred in the microchannel at high vapor velocity 
because condensate film is entrained from the microchannel under shear stress at the liquid – vapor interface. 
For annular flow, vapor has enough energy to move up the condensate film. In this study, the CFD model 
developed focus in the capillary annular condensation phenomena. The validation, verification and 

!
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implementation of the CFD studies are conducted using the geometry and experimental data from the available 
literature by El Mghari and Louahlia [30]. In their studies, the microchannel was employed to experimentally 
study the condensation process of water vapor flows. The local heat transfer coefficients estimated using the 
proposed model are compared to the measurements for steam condensation in the microchannel. Calculations 
are conducted for each inlet vapor mass flux using the measured heat fluxes as a boundary condition. 
Experimental heat fluxes are interpolated using an exponential form as 
 

áñ = áód
%äñ                             !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!       (10)         

 

where áó and n are defined from the experimental results for each inlet mass flux and x is the dimensionless 
abscissa defined by Eq. (10). According to the same experimental conditions, we measured and numerically 
calculated the local condensation heat transfer coefficient for each inlet vapor mass velocity. The results of the 
computed local condensation heat transfer coefficient versus the measured values are presented in Fig. 4. 
showing that the local experimental results are close to those predicted by the CFD model. The small gap 
between the numerical results and measurements is due to the simplifying assumptions of the model on the one 
hand and uncertainty in the measurements at microscale channel. The comparison of these results is presented in 
Fig.5. It can be seen that the predicted local condensation heat transfer coefficients from the numerical model 
agree with experimental data with a maximum mean absolute error about ±25%.  

 
Figure 4: Direct comparison between the experimental and the predicted local condensation heat heat transfer rate 

 
Figure 5: Comparison between experimental local heat transfer coefficient and the CFD model.  
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3.2.$Void$fraction$$$
Fig. 6 depicts the vapor and the liquid void fraction distribution along the channel under conditions of almost 
the different inlet vapor Reynolds number with a constant external wall heat flux(áó = 7#10ëô/]²). The vapor 
phase decreases along the channel, and it is lower under the lower inlet vapor mass flux. The explanation is that 
the small condensation length with lower inlet mass flux (i.e. lower inlet vapor Reynolds) results in a more 
latent heat. Hence, the vapor with high temperature is easier to directly contact with the cool channel wall, and 
thus the good performance of flow condensation heat transfer induces mild decrease in wall temperature before 
the injection flow. As mentioned above, with the lowing of inlet mass flux, the annular condensation becomes 
indistinct and the channel wall tends to be covered by condensate film, which weakens the flow condensation 
heat transfer performance.   
 

 
Figure 6: Void fraction versus abscissa position (#ö = 119#wxy#125P{/]²|)#áó = 7#10ëô/]²) 

!
Annular flow reported in Fig. 7 is typically characterized by a core of vapor flowing through the center of the 
channel surrounded by a thin film of liquid along the channel wall. Both have been compared against the 
visualization data of literature, and a good resemblance was obtained. While smooth annular flow comprises a 
relatively straight/flat interface profile, the wavy annular flow regime is characterized by a wavy interfacial 
profile comprising crests and troughs. It is noted that the liquid and vapor phases can move at different 
velocities, and when this is a dominant occurrence, the resulting shear forces at the interface lead to the 
formation of waves Fig.8.Some authors used an optical interference technique to obtain the topology of the 
interface and the above-described the instabilities were reported to have amplitude on the order of a few 
microns. 

 
Contours of volume fraction (liquid) (time=1.59e+03) 

 
Contours of volume fraction (liquid) (time=3.0300e+03) 

 
Contours of volume fraction (liquid) (time=4.2900e+03) 

Figure 7: Temporal evolution of the void fraction versus abscissa position (G=119kg/m²s)!
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3.3.$Pressure,$temperature$and$velocity$repartitions$$
In this section, the condensation process of the water vapor is numerically calculated in the above mentioned 
heat pipe condenser at the inlet pressure of 151325Pa and temperature of 373.15 K. Fig. 8.a shows the 
computational contours of the temperature in the microchannel at the beginning annular condensation 
phenomena, and the detailed information of the pressure along the condenser section is described in Fig. 8.b. It 
can be observed that the mixture pressure decrease as the abscissa increase. This can be explained that the 
change of the latent heat between the phase transition processes from the vapor to liquid will heat the water 
vapor. Figs. 8.c and 8.d show the velocity repartition during the water vapor condensation process. We can see 
that the high velocity in the center line, and it rapidly drop to the minimum value of about zero m/s at the wall 
(friction forces effects).  

(a) 

(b) 

-c- 

-d- 
Figure 8: annular flow characteristics: - a: temperature, b: pressure, c: velocity and d: zoomed velocity 

(G=119kg/m²s)  !
 
Conclusion 
A numerical (CFD) investigation was performed to investigate the flow condensation of water vapour in a wide 
range of inlet vapour Reynolds number inside a several forms of heat pipes. The condensation flow patterns of 
pure water vapour in the microchannel under different inlet vapour mass flux are presented and analyzed. In 
addition, the effect of external heat flux on condensation flow and the effect of some parameters on heat transfer 
performance are discussed. Finally, the main conclusions are drawn as follows: 
•! The local heat transfer coefficient increases with increasing vapour Reynolds number, and it decreases with  

increasing abscissa position along the condenser section. 
•! The higher inlet vapour Reynolds number and external heat flux greater than(áó = 5#10ëô/]²) are 

necessary conditions for condensation annular flow inside microchannel with 500 µm of hydraulic diameter.  
•! The wall temperature decreases along the flow direction. Especially, under a lower inlet vapour mass flux. 

This is explained by the increase of the thermal resistance in the intern wall ( increase of the thin film 
thicknesses)  

•! This study provided a detailed understanding of various aspects of heat pipe condensation. The user defined 
code will be used to analyze the thermal behaviour of the heat transfer system which heat pipes from. 

•! The maximum variation between the CFD computational results and experimental data was found to be 25% 
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